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Abstract—Today’s era is now embracing the cloud computing as a new emerging technology. As a matter of fact the cloud computing technologies are now playing a very vital role in almost every commercial as well as non-commercial field; including large or small-scale businesses, IT organizations, Government, Quasi-Government, Public and Private sectors. In a cloud environment the service provision is usually handled by large number of different service providers. As it is a growing market, these providers try to attract the customers by highlighting their strengths, and also undermining their areas of improvement. In this competitive era it’s very difficult for the customer to evaluate or compare the Service Quality and Service Ratings for offered services. This tends to create even more complex situation in case of multi-cloud management environment when customers are required to choose different services from multi-cloud platform involving different service providers in order to fulfill their organizational needs. The Problem is to choose a service which provides optimum, cost-effective, highly available, reliable, portable, scalable, efficient and secured services in cloud environment. This problem becomes more severe in case of multi-cloud management platform, where complexity will be higher as involvement of different providers, result into a cumbersome process of choosing the best provider. If the customers are new user for this technology, it is very difficult task for choosing a provider. Even if customer is having some information regarding services or those who are familiar with the provider services, this problem of choosing best provider is also complex as it involves comparing all the services from each service providers individually, understanding all their security terms, rules and financial aspects separately. This process is thus time consuming, slow, complex and annoying for the customers especially for new users. There must be certain criteria’s which forms the basis of Quality Rating Comparison Analysis of services between different service providers. If the standardization of the searched criteria is further worked-out, then it will help in creating a benchmarking for comparing services provided by different service providers. Also it will help in reducing the complexity and extra workload required by customers in searching best service provider, thus enabling faster and less time consuming approach.


I. INTRODUCTION

In this Paper, we propose development of a comprehensive set of criteria required for standardized benchmarking of cloud service offerings. These criteria are obtained by analyzing cloud service providers services and customers. The criteria analyzed, so far includes the most important and common features which are supported by these service providers are: Availability of service-high availability, Reliability, Scalability, Elastic nature, Security and access control rules, portability, Bandwidth requirement, Throughput, Disaster Recovery mechanism, Metering billing and monitoring facility includes financial aspects, Quality of service, Operational efficiency. For evaluation of these criteria, information regarding them are collected and updated by service providers on real time basis. These obtained values are used for quality rating comparison analysis of - Cloud Service providers (QRCA-CSP). This will also helpful in reducing complexity of obtaining better services in case of multi-cloud environment where options for choosing services from providers are available. This will help the customer to initiate the computing by selecting services easier and faster thus reduces the burden of selection process.

II. CLOUD DEFINITION AND MEASUREMENT CRITERIA

For the purpose of this paper, we adopted the definition of cloud computing from the NIST Special Publication [(Mell & Grance, 2011)], which defines Cloud Computing as: Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. Three roles exist within cloud computing. Cloud-Providers sell computing or software services purchased by the End Customer/Consumer. A Cloud-Provider builds its cloud using products from various Hardware and Software Vendors. However, in all cases, Cloud Computing has five essential characteristics, namely

1. On-demand self-service, where a consumer can provision compute and storage capabilities without requiring human intervention from provider.
2. Broad network access, where a consumer can access compute and storage capabilities over the network.
3. Resource pooling, where a provider groups together resources such as CPU, memory, disk, and storage to serve multiple consumers.
4. Rapid elasticity, where resources used can be rapidly and in some cases automatically increased or decreased to handle demand.
5. Measure service, where the service used a consumer is metered.

A. Service Models for Cloud Computing:

There are three service models for cloud computing. They affect the definition of a System under Test (SUT) for any
cloud benchmarks. The following are a brief description of the service models.

IaaS: The Service Provider gives the End-Consumer the capability to the provision processing, storage, network, and basic computing resources. They can also deploy and run arbitrary operating systems. The End-Consumer does not manage or control the underlying physical cloud infrastructure, but has control over the operating system, assigned storage, deployed applications, and limited control of select networking components (e.g., host firewalls).

PaaS: The Service Provider gives the End-Consumer the capability to deploy consumer created or acquired applications created using programming, languages, libraries, services, and tools supported by the Service Provider. The Service Provider retains control and manages the underlying cloud infrastructure, including network, servers, operating systems, and physical storage. The End-Consumer has control over the deployed applications and configuration settings for the application-hosting environment.

SaaS: The Service Provider gives End-Consumer the capability to use the provider’s applications running on a cloud infrastructure. The applications are accessible from various client devices through either a thin client interface, such as a web browser (e.g., web-based email), or a program interface. The Service Provider retains control and manages the underlying cloud infrastructure, including individual applications, these application configurations, network, servers, operating systems, and physical storage. The End-Consumer might have limited control of user specific application configuration settings.

B. Deployment Models

- Private Cloud: The cloud is configured for exclusive use by one or more organizations.
- Public Cloud: The cloud is configured for use by the general public.
- Hybrid Cloud: The cloud is a composition of distinct infrastructures in order to retain the proprietary technology by the consumer.
- Community Cloud: The cloud is provisioned for exclusive use for a community of consumers.

C. How to measure Cloud?

There are at least three categories interested in the development and use of a cloud benchmark. Between these three parties exists two relationship types.

Cloud Providers: build data centers using standard hardware, network, and management software. Amazon, IBM, HP, VMWare, Microsoft, Oracle and Terremark are examples of companies that provide public or enterprise IaaS, PaaS or SaaS clouds. They will be interested in publishing the benchmark results of their service offerings. They would also be interested in the benchmark results of hardware, software or network vendor products, and how these components support the performance of their service.

Hardware & Software Vendors: provide the hardware (computers, blades, or servers) and software (virtualization, management, automation) products used to build the cloud. AMD, HP, Intel, IBM, VMWare, OpenStack, Oracle, Red Hat, and VMware are examples of companies that might publish benchmark results for their customers.

End Customers: cloud customers might use cloud benchmark results to help select a Cloud Provider. These are primarily businesses. While there exists several collaboration and social apps used by individuals, the recommendations in this document will not address the needs of this community. We restrict our attention to business users of the cloud. Based on the above, use of cloud benchmarks fall into two broad categories. A given workload can be tested either in the black-box or white-box context.

White Box Benchmark disclosures: Published by one or more Hardware/Software Vendors and used by Cloud Providers to determine the right set of hardware and software products to deploy in their cloud. Cloud-Providers can also publish results of the hardware and software components used in their cloud. In a White Box Benchmark Test, The SUT’s exact engineering specifications is known and under the control of the tester. The benchmark results allow full comparisons, similar to existing benchmark results.

Black Box Benchmark disclosures: published by Cloud Providers and used by End-Consumers to determine the appropriate cloud service provider for their application needs. In a Black Box Benchmark Test, The Cloud-Provider provides a general specification of the SUT, usually in terms of how the End-Consumer may be billed. For example, an end user of a cloud may rent a cloud platform under the description of “2 compute units.” The exact hardware details corresponding to these compute units may not be known. Due to this vagueness or incompleteness, comparing benchmark results requires additional information not currently collected or mandated. For example, the benchmark disclosure may include additional conditions, such as time and place where measurements were collected or dynamic changes to the SUT during the collection period.

D. Cloud Computing Use Cases

The general class of applications either use cloud computing infrastructure or might transition all or subsets to cloud computing.

<table>
<thead>
<tr>
<th>Typical Business Use Cases</th>
<th>Typical Consumer Use Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Analytics</td>
<td>Social Networking &amp; Collaboration</td>
</tr>
<tr>
<td>Data Warehousing / Mining</td>
<td>Mail / Messaging</td>
</tr>
<tr>
<td>Business OLTP</td>
<td>Streaming Audio / Video</td>
</tr>
<tr>
<td>High Performance Computing</td>
<td>Voice over IP</td>
</tr>
<tr>
<td>NoSQL Databases</td>
<td>Online Gaming</td>
</tr>
<tr>
<td>Memory Cloud</td>
<td></td>
</tr>
</tbody>
</table>

The following table shows which Processing Type is present in each Cloud Computing Use Case:
III. BENCHMARK CONSIDERATIONS

Defining SUT for a cloud benchmark is challenging due to conflicting goals of interested parties and different cloud service models. As discussed in earlier sections, an End-Consumer does not have knowledge of the physical infrastructure for IaaS, PaaS, or a SaaS service. However, Hardware and Software Vendors are one of the interested parties in a cloud benchmark. In order for a cloud benchmark to have any useful meaning for these vendors, the physical infrastructure should also be part of the results that a cloud benchmark reports. However, mandating the reporting of physical infrastructure results is problematic, because it will exclude benchmarking many existing public Cloud-Providers. The System under Test (SUT) comprises all components (cloud service, hardware, software, network connections within the SUT, and support services which are being tested by the cloud workload or required by the specific benchmark run rules. It does not include any client(s) or driver(s) necessary to drive the cloud workload or the network connections between the driver(s) and SUT. The actual set of SUT’s constituent pieces differs based on the relationship between the SUT and the tester.

**Black Box Cloud**: The SUT consists of a description of the specific cloud offering used to run the workload with sufficient detail to meet Full Disclosure Report (FDR) Requirements as described in the appendix and the specific benchmark’s reproducibility requirements on an instance of the same offering.

**White Box Cloud**: The SUT description can be more specific, similar to many existing SPEC benchmarks. These SUT descriptions consist of:

1. The host system(s) (including hardware and software) required to support the Workload and databases.
2. All network components (hardware and software) between host machines which are part of the SUT and all network interfaces to the SUT.
3. Components which provide load balancing within the SUT.

All software that is required to build, deploys, and run the specific benchmark workload.

IV. CLOUD METRICS

Metrics are used as the measurement criteria for the tests. The following metrics have been identified as being the key indicators of performance for most workloads in a Cloud environment. Note: Due to the breadth of cloud implementations, not all metrics will be applicable to each benchmark. For instance, if End-Consumer tests a public cloud, the density and power metrics are typically not measurable. The key metrics identified are:

- **Elasticity** – relates to how quickly a service can adapt to the changing needs of the customer. Thus, a highly elastic system can scale to include newer instances, as well as quickly provision those instances.

- **Provisioning Interval** – is defined as the time needed to bring up or drop a resource. This is the time between initiating the request to bring up a new resource or to relinquish it, and when the resource is either ready to serve the first request or when it serves the first request.

- **Agility** – relates to the ability to scale the workload and the ability of a system provisioned to be as close to the needs of the workload as possible.

- **Scale up/Down** – is defined as measurements of the system’s ability to maintain a consistent unit completion time when solving increasingly larger problems only by adding a proportional amount of storage and computational resources—i.e., if we double the resources, can we solve a problem twice as large?

- **Elastic speedup** – indicates whether adding SUT resources as the workload is running results in a corresponding decrease in the response time—i.e., if we double the resources, can we solve the same problem twice as fast?

- **Throughput** – is the units of work processed by the system or cloud per unit time. For example, this is the number of tasks completed per minute when the Hadoop cluster is at 100% utilization processing multiple Hadoop jobs.

- **Response time** – is the interval between when a request is made by a client or workload generator and when the response is received by the client. In addition to the client-server response time measurement, White Box benchmarks have the specific ability to rely on internally measure response times within a SUT as well as on its external workload generators. This is not applicable for Black Box benchmarks.

- **Variability** – measures the repeatability of the test results. Many variables affect the repeatability and should be factored into defining the values for this metric. The variability metric for any parameter should be based on the standard deviation of the measurement. Variability could be measured against any of the following parameters: Variability with time or Variability with SUT location. The measured parameter should be collected in a number of iterations and the standard deviation or a metric related to standard deviation should be reported. Other relevant metrics include:

- **Durability** – is defined as the probability of data loss. Depending upon the context, this entity could be a requirement on the system and not tested in the duration period of a normal benchmark run.

- **Reliability** – is the ability of a system or component to perform its required functions under stated conditions for a specified period of time. The reliability of a system is usually measured by the probability of failures or by the mean time between failures (MTBF).

- **Availability** – is the degree to which a system or component is operational and accessible when required for use. The time during which the system is not available is called downtime; the time during which the system is available is called uptime. A small uptime and a very small downtime combination may result in a high availability measure—which could be misleading. Therefore, the mean uptime is also often known as the Mean Time between Failures (MTBF), together with Mean Time to Repair (MTTR), and considered as better indicators for availability. Where

\[ \text{Availability} = \frac{\text{MTBF}}{\text{MTBF}+\text{MTTR}} \]

- **Power Measurement** – is defined as the total watts used by the SUT during the tests.
**Price** – We note that while price is an important metric in the context of cloud, this is somewhat temporal, and is clearly a non-engineering metric that may vary from customer to customer. The recommended way to incorporate this aspect is to include the Bill of Materials details as part of a benchmark disclosure. This list of model numbers, quantities, software and support information may be used by the benchmark consumer to construct the end price relevant to them. Inclusion of the exact price details in the benchmark disclosure is not recommended.

**Density** – measures how many instances of the workload can be run on the SUT before performance degrades below a specified QOS.

- For IaaS, it may refer to the number of virtual machines running on a physical hardware
- For PaaS, it may refer to the number of application servers running on a system.
- For SaaS, it may refer to the number of users that the system can service

V. **BENCHMARK MEASUREMENT TOOLS**

During the course of this research, we found various tools and frameworks that purportedly tested and measured cloud computing. The following are only some of the tools found in open source or restricted release forms. In spite of availability of tools, there is no one guideline or standards definition for benchmarking cloud services that has been universally accepted.

**AEOLUS (Red Hat):** Aeolus is an Open source project sponsored by Red Hat, designed as framework to create and manage an on-premise hybrid cloud Infrastructure-as-a-Service (IaaS). It provides self-service computing resources to users in a managed, governed, and secure way. You can deploy and manage applications on any type of server - physical, virtual, and public cloud

**BITT (Intel):** Intel® Benchmark Install and Test Tool (Intel® BITT) provides tools to install, configure, run, and analyse benchmark programs on small test clusters. It is implemented in python and uses gnu plot to generate performance plots. Intel® BITT currently runs on Linux and been used on Oracle VM, Amazon and various hardware platforms

**CloudBench (IBM):** IBM’s CloudBench (CB) is a meta-benchmark framework designed for Infrastructure-as-a-Service (IaaS) clouds. It automates the execution, provisioning, data collection, management and other steps within an arbitrary number and types of individual benchmarks.

VI. **SUMMARY AND NEXT STEPS**

To summarize the current state, there are well documented processes and procedures established by various organizations, corporations and committees, and a comprehensive set of information available for public consumption on the benchmark test criteria, basis, execution and results. These data points are suitable and comprehensive, yet technical and inadequate for a consumer to make a decision. From our point of view, this is a one of the primary reasons why individual consumers tend to not embrace cloud to its full potential. However they function at best in isolation. Despite availability of tools, there is no one guideline or standards definition for benchmarking cloud services that has been universally accepted. It is our endeavour to highlight the fact that a simple decision process for a consumer starts by measurable and comparable facts, and for facts to be comparable, they should be measured on a common yardstick.

Future work in this direction could be to:

1. Establish a common definition and methodology to measure cloud performance
2. Framework for the Cloud Benchmark - White box & Black box
3. Provide an API layer for extending benchmarking capabilities for all participants in Cloud development – service providers, hardware / software vendors, and consumers
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